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ABSTRACT
We refine the classical notion of the nonterminal complexity of graph-controlled grammars, programmed grammars, and matrix grammars by also counting, in addition, the number of nonterminal symbols that are actually used in the appearance checking mode. We prove that every recursively enumerable language can be generated by a graph-controlled grammar with only two nonterminal symbols when both symbols are used in the appearance checking mode. This result immediately implies that programmed grammars with three nonterminal symbols where two of them are used in the appearance checking mode as well as matrix grammars with three nonterminal symbols all of them used in the appearance checking mode are computationally complete. Moreover, we prove that matrix grammars with four nonterminal symbols with only two of them being used in the appearance checking mode are computationally complete, too. On the other hand, every language is recursive if it is generated by a graph-controlled grammar with an arbitrary number of nonterminal symbols but only one of the nonterminal symbols being allowed to be used in the appearance checking mode. This implies, in particular, that the result proving the computational completeness of graph-controlled grammars with two nonterminal symbols and both of them being used in the appearance checking mode is already optimal with respect to the overall number of nonterminal symbols as well as with respect to the number of nonterminal

1Full version of a submission presented at the 7th Workshop on Descriptional Complexity of Formal Systems (Como, Italy, June 30 – July 2, 2005).
symbols used in the appearance checking mode, too. Finally, we also investigate in more detail the computational power of several language families which are generated by graph-controlled, programmed grammars or matrix grammars, respectively, with a very small number of nonterminal symbols and therefore are proper subfamilies of the family of recursively enumerable languages.
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1. Introduction

Nonterminal complexity is a classical measure of descriptive complexity of grammars. Within the area of regulated rewriting, graph-control can be seen as a framework in which many other rewriting mechanisms can be expressed, see [2, 3, 4, 16]. In particular, programmed grammars and matrix grammars can be seen as special cases of graph-controlled rewriting.

In 1984, Gheorghe Păun published a paper [14] where he showed that “six nonterminal symbols are enough for generating each r.e. language by a matrix grammar,” as already the title of the paper indicates. Up to 2001, no better bound was published in this area. Then, at the MCU conference of 2001, two independent papers [5, 8] showed that actually three nonterminal symbols are sufficient to generate each recursively enumerable language by a graph-controlled grammar. However, there were some distinctive differences in the proofs of this result:

- Fernau (also see the journal version [6]) used a Turing machine simulation to obtain his result. He actually showed that three nonterminal symbols are enough in programmed grammars (a model that is more restrictive than graph control) to generate each recursively enumerable language. The results in [8] are weaker in this respect, since they only provide an upper bound of four on the nonterminal complexity of programmed grammars.

- The simulation of Freund and Păun makes use of the universality result of register machines with two registers as obtained by Minsky [13]. Since appearance checking is only needed in the actual simulation of the register machine with its two registers, only two out of these three nonterminal symbols are ever used in appearance checking mode; the third nonterminal symbol is only of interest to compute the conversion between the concrete recursively enumerable language whose acceptance is to be simulated and the specific representation of strings used in Minsky’s result. In this respect, Fernau’s result was weaker, since he used all nonterminal symbols in the appearance checking mode.

With respect to the two MCU’01 papers [5] and [8] mentioned above, a couple of natural questions regarding the optimality of the results obtained there remained open:

- What is the computational power of graph-controlled grammars with only one or two nonterminal symbols? In other words: are the MCU’01 universality results optimal?