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ABSTRACT

We define a new measure of complexity for finite strings, called automatic complezity
and denoted A(z). Although A(z) is analogous to Kolmogorov-Chaitin complexity, it
has the advantage of being computable. We give upper and lower bounds for A(z), and
estimate it for some specific strings.
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1. Introduction

We are interested in a computable measure of complexity for finite strings z over a
finite alphabet, typically {0,1}. Any such measure should reflect, in some sense, how
“complicated” the string z is.

Of course, any such discussion must start with Kolmogorov-Chaitin complexity [11]
C(x), which (roughly speaking) measures the complexity of a string = as the size of
the shortest pair

(T, y) = (Turing machine description, input)

such that T" on input y outputs z. Not only does C(z) measure the complexity of z,
but also the pair (T, y) can be viewed as the optimal way to compress the string z.
However it has three major deficiencies (the first two are equivalent):

1. It is uncomputable! It is known that “C(z) < n” is computably enumerable,
but “C(z) > n” is not computably enumerable.
2. There is no effective procedure for finding a compression pair (T, y).

3. K depends somewhat on the particular model of universal Turing machine cho-
sen, and is defined in a machine-independent way only up to an additive con-
stant.
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